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Artificial intelligence (AI) is transforming how we 
learn and work, with improvements in innovation 
and productivity potentially adding £400 billion 
to the UK economy by 2030.1 For young people, 
especially those from low-income backgrounds, AI 
brings new opportunities, offering the chance to 
level the playing field by filling educational gaps, 
increasing accessibility and providing tailored 
learning experiences that were previously out 
of reach. It also holds the potential to eradicate 
the subtle implicit bias that serves as a barrier 
for too many talented young people during the 
recruitment process. 

This isn’t to suggest technology represents a magic 
wand that will make inequality disappear. But it is 
a powerful tool that can be used to unlock human 
potential — irrespective of someone’s background. 
Harnessing this opportunity will often require 
targeted action and is accompanied by challenges 
that, if not addressed, could hinder progress and 
increase barriers to social mobility. 

The EY Foundation (EYF) is a charity that supports 
young people from a low-income background 
through employability skills training and is 
committed to ensuring AI becomes a force for 
positive change. Working at the intersection 
between young people, education and employment, 
we view AI not just as a tool for innovation, but a 
powerful means to advance social mobility, reduce 
barriers and open new pathways to success. 

Whilst the impact of AI on entry-level jobs, a 
crucial gateway for young people from low-income 
backgrounds, remains unclear, fears that AI will 

replace large sections of the workforce appear to 
be overstated.2 Concerns about bias, privacy and 
inequality are valid but having the right governance 
guardrails work towards their mitigation. With the 
right approach, AI can uplift human potential rather 
than exclude or replace future generations.

Collaboration and participation are key to realising 
AI’s potential. Governments, businesses, educators 
and civil society must work together to create 
frameworks that make AI inclusive and equitable. 
By engaging a wide range of voices, including 
young people and their communities, AI can be 
developed in a way that expands opportunities for 
all. Proactive efforts to guarantee transparency, 
fairness and accountability can mitigate the 
risks of deepening inequalities, amongst other 
potential harms.

By focusing on the practical implications and 
opportunities of innovation, EYF — like other 
organisations in our sector — is exploring how 
emerging technologies can enhance the support we 
provide to young people. And it is clear these tools 
offer exciting ways to engage, inspire and educate. 
Technology can make learning more personalised 
and relevant for those who might struggle in 
traditional systems and it can be used to improve 
employability skills and provide targeted careers 
knowledge, guidance and support, addressing some 
of the most pressing challenges young people face 
today.

This is an approach that aligns with the Social 
Mobility Commission’s position, as set out in its 
2024 ‘Innovation Generation’3 and ‘Innovation 
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https://eur01.safelinks.protection.outlook.com/?url=https%3A%2F%2Fgooglesukimpact2023.publicfirst.co.uk%2F&data=05%7C02%7CAsavari.Hariprasad.Puthran%40gds.ey.com%7C8ea4a80dc7e34cf1c3cb08dd347ce90a%7C5b973f9977df4bebb27daa0c70b8482c%7C0%7C0%7C638724433281052824%7CUnknown%7CTWFpbGZsb3d8eyJFbXB0eU1hcGkiOnRydWUsIlYiOiIwLjAuMDAwMCIsIlAiOiJXaW4zMiIsIkFOIjoiTWFpbCIsIldUIjoyfQ%3D%3D%7C0%7C%7C%7C&sdata=bvhbD7JLiQBrYR2%2F7Kj51RNkSHyLKePOm1bJ7NHcdlI%3D&reserved=0
https://www.ifow.org/publications/firm-level-adoption-of-ai-and-automation-technologies-case-studies-report
https://eur01.safelinks.protection.outlook.com/?url=https%3A%2F%2Fsocialmobility.independent-commission.uk%2Freports%2Finnovation-generation%2F&data=05%7C02%7CAsavari.Hariprasad.Puthran%40gds.ey.com%7Cc6cdd03e9728418c90bf08dd3a337cce%7C5b973f9977df4bebb27daa0c70b8482c%7C0%7C0%7C638730715025709300%7CUnknown%7CTWFpbGZsb3d8eyJFbXB0eU1hcGkiOnRydWUsIlYiOiIwLjAuMDAwMCIsIlAiOiJXaW4zMiIsIkFOIjoiTWFpbCIsIldUIjoyfQ%3D%3D%7C0%7C%7C%7C&sdata=CfGFp5c2DC2dE0ivwLb%2FLAGjXh0iDFc7vNSc6m%2FLZIc%3D&reserved=0
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and social mobility’ report: “The policy priority 
should be to leverage the power of innovation to 
enhance social mobility. Slowing down the pace 
of technology diffusion would be likely to reduce 
labour demand and generate unemployment, 
especially if other countries adopt innovations 
faster.”4

However, to fully realise the promise of new 
technologies like AI, intentional action is needed. 
Rather than simply naming the opportunities 
and risks, we must constructively address them 
together. By fostering collaboration across sectors, 
including young people themselves, we can shape 
AI to enhance human potential and drive social 
mobility. Through collaborative and purposeful 
action, we can cement AI as a tool to help create 
a more inclusive and equitable future, where all 
young people, regardless of background, can thrive. 
EYF is committed to playing a central role in this 
mission, ensuring that AI serves as a catalyst for 

positive change, expanding opportunities for all.

Whilst responsible AI entails a consideration of 
the implications of the AI ecosystem on different 
aspects of diversity, equity and inclusion (DEI), 
there has been less focus placed on the specific 
impact that AI is having on social mobility. Using 
the core beliefs we set out, this report responds to 
this gap by combining our experience of delivering 
employability skills training to young people from a 
low-income background with a review of recent AI 
developments, research and policy initiatives from 
the UK government and more widely. 

Part two highlights the opportunities of AI to 
transform social mobility, Part three identifies 
the risks, Part four considers how the insights of 
young people can be harnessed to establish AI as a 
technology that supports social mobility and we set 
out our next steps in Part five. 

With the speed of technological change, this short 
report can only provide a snapshot of the situation 
at the time of writing (January 2025), but we 
hope the core beliefs guiding our approach and 
placing young people at the heart of the evolution 
of technology will remain critically important over 
the coming months and years. By bringing greater 
attention to this opportunity, our ambition is to 
fast-track the action needed to ensure all young 
people can thrive in an increasingly technology 
dominated future.

Our work in the field of AI is guided by 
three core beliefs:
1. The design, development and deployment 

of AI can be shaped to help ensure it 
serves society 

2. The development of AI can augment 
human capacity 

3. Social mobility can be enhanced, not 
diminished by AI

4. Innovation and Social Mobility: Two sides of the same coin, (2024), Social Mobility Commission.

https://socialmobility.independent-commission.uk/reports/innovation-and-social-mobility-two-sides-of-the-same-coin/
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Whilst it is difficult to predict what opportunities 
AI might bring in the future, the government’s AI 
Opportunities Action Plan says it can drive economic 
growth, improve public services, address regional 
disparities, promote shared economic prosperity and 
increase personal opportunities.5 

We see three core areas where AI could potentially 
help young people from low-income backgrounds.
These revolve around the potential for personalised 
learning, a renewed focus on humancentric skills and 
the opportunity to increase social mobility. Some 
might argue that AI poses a threat to those already 
on the margins of society, who struggle to achieve 
social mobility. However, there is also the real 
possibility that AI can have an outsized benefit for 
these sections of society if the opportunity is taken 
to develop the structure and tools that can make a 
positive difference. 

Personalised learning
AI has the potential to democratise access to 
education in a way not seen since the introduction 
of universal education. AI can be used to personalise 
education, adapting learning materials to meet the 
unique needs of individual students. This could be 
particularly beneficial for learners who lack access 
to personalised support, such as private tutoring 
or tailored attention in smaller class sizes. AI-
powered tools can provide students with real-time 
feedback, enabling tailored study at a pace designed 
for each student. These technologies can create 
individualised learning pathways that cater to each 
student’s strengths, challenges and learning style, 
offering a level of personalisation that was previously 

unattainable for the vast majority of students. 

For students with disabilities or those learning in a 
second language, AI offers a wide range of tools that 
significantly enhance accessibility. Text-to-speech, 
speech recognition and adaptive learning systems 
help break down barriers to education, enabling 
those with learning differences to better access and 
engage with educational content. In situations where 
schools lack the time or resources to assist students 
applying for jobs or further education, particularly 
for students requiring tailored assistance, AI can help 
with the job application process, helping to draft and 
edit applications, identify transferable skills, prepare 
for interviews and clarify language.6 This ability 
to accommodate diverse learning needs makes 
education and the gateway to work more inclusive, 
allowing students who might struggle in conventional 
systems to excel. 

Creating time for humancentric learning
Education should remain centred on human 
connection, with AI serving as a tool to support 
teachers, not replace them. As AI becomes more 
integrated into classrooms and workplaces, the need 
for humancentric skills like empathy, communication, 
teamwork and cultivating a growth mindset to 
remain agile amidst workplace transformations, is 
increasing. These essential skills are best developed 
through direct, face-to-face engagement, yet many 
teachers, especially in under-resourced schools, are 
overwhelmed by large class sizes and administrative 
burdens. If implemented effectively, AI can alleviate 
some of these challenges, offering meaningful 
support to both students and educators. AI can take 

2. The opportunities of AI

5. AI Opportunities Action Plan - GOV.UK (2025)
6. Levelling the playing field (2024), Movement to Work.

https://eur01.safelinks.protection.outlook.com/?url=https%3A%2F%2Fwww.gov.uk%2Fgovernment%2Fpublications%2Fai-opportunities-action-plan%2Fai-opportunities-action-plan%23fn%3A19&data=05%7C02%7CAsavari.Hariprasad.Puthran%40gds.ey.com%7C8ea4a80dc7e34cf1c3cb08dd347ce90a%7C5b973f9977df4bebb27daa0c70b8482c%7C0%7C0%7C638724433281063675%7CUnknown%7CTWFpbGZsb3d8eyJFbXB0eU1hcGkiOnRydWUsIlYiOiIwLjAuMDAwMCIsIlAiOiJXaW4zMiIsIkFOIjoiTWFpbCIsIldUIjoyfQ%3D%3D%7C0%7C%7C%7C&sdata=1CSxxFGMBFv9TQL5%2F7WvuMVNKuTolSJwm4rdaRWcqbs%3D&reserved=0
https://movementtowork.com/levelling-the-playing-field-report-pack/
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on time-consuming tasks such as lesson planning 
and administrative duties, enabling teachers to focus 
on the personal engagement crucial for emotional 
and social skills development. Research from the 
National Foundation for Educational Research found 
that ChatGPT reduced lesson planning time by 31% 
with no noticeable reduction in quality in comparison 
to a non-GenAI control group,7 demonstrating the 
huge potential for saving valuable teacher time. 

The UK government’s announcement of the AI 
Opportunities Action Plan in January 2025 includes 
plans to do just that, utilising AI to “drive down 
admin for teachers so they can get on with teaching 
our children”.8 By automating administrative tasks, 
AI empowers teachers to spend more time where 
it matters most: fostering meaningful relationships 
and supporting student growth. At the same time, 
The Alan Turing Institute is clear that we should 
be careful to guard against developing a ‘path 
dependency’ on AI tools to plug gaps in under- 
resourced schools, which could lead to a two-tier 
system where some students are denied access to 
quality in-person teaching.9 

Increasing social mobility 
For young people who often face systemic barriers 
moving from education to employment and then 
onwards within the work environment, AI could 
offer a new set of tools to access opportunities that 
have previously been out of reach. As we explore 
AI’s capacity to deliver personalised learning 
experiences, we need to look at its application 
beyond the classroom. 

In some workplaces, research shows that AI training 
could significantly improve performance for those 
who have not had the opportunity to gain the skills 
needed to thrive in their role.10 Using AI can achieve 
an equalisation of outcomes, allowing a young 

person to develop at a disproportionately quicker 
rate than their previously higher performing peers. 
Augmented AI — enhancing human capabilities using 
AI — could be core to enabling all young people to 
fully unlock their potential in the workplace.

AI also holds the potential to provide tailored 
advice for pathways to further education and future 
careers. By assessing individual strengths, interests 
and academic achievement — alongside advice 
direct from professionals — AI tools can suggest 
relevant career paths and specialised training and 
apprenticeship opportunities, aligned with emerging 
fields and suited to each young person’s unique 
profile. For many young people from low-income 
backgrounds, one of the most significant barriers 
to social mobility is a lack of access to professional 
networks, personalised mentorship and guidance 
offered to more affluent students either in an elite 
school environment or through family networks. 
AI could potentially democratise access to this 
information offering all young people the same level 
of tailored support, fostering greater social mobility. 

One of the most promising uses of AI is its ability to 
forecast the evolving skills landscape and map out 
future job opportunities. As industries increasingly 
integrate AI and automation, the demand for 
certain skills could shift dramatically. This will be 
a challenge for the education system, the labour 
market and young people, particularly those who 
already struggle to overcome the barriers to greater 
social mobility. However, AI could hold a potential 
solution and AI tools are already being trialled 
that can process vast amounts of data from job 
advertisements, industry trends and public data 
to predict emerging fields and the competencies 
required for future employment.11 By analysing these 
patterns, AI could offer young people, educators 
and employers real-time insights into which skills 

7. ChatGPT in Lesson Preparation — Teacher Choices Trial (2024), National Foundation for Educational Research.
8. Prime Minister sets out blueprint to turbocharge AI - GOV.UK (2025)
9. Generative AI in Education: Call for Evidence. The Alan Turing Institute.
10. Workers with less experience gain the most from generative AI | MIT Sloan
11. Expanding AI Adoption Can Help Create Jobs (2023), Stanford University.

https://eur01.safelinks.protection.outlook.com/?url=https%3A%2F%2Fwww.nfer.ac.uk%2Fpublications%2Fchatgpt-in-lesson-preparation-a-teacher-choices-trial%2F&data=05%7C02%7CAsavari.Hariprasad.Puthran%40gds.ey.com%7Cb3208b1115d6482293df08dd30a9b66f%7C5b973f9977df4bebb27daa0c70b8482c%7C0%7C0%7C638720227669595033%7CUnknown%7CTWFpbGZsb3d8eyJFbXB0eU1hcGkiOnRydWUsIlYiOiIwLjAuMDAwMCIsIlAiOiJXaW4zMiIsIkFOIjoiTWFpbCIsIldUIjoyfQ%3D%3D%7C0%7C%7C%7C&sdata=pHF%2F4g1GCIKOZOva2FlcefQJga2%2BqCtaTZRtcHiw7g8%3D&reserved=0
https://eur01.safelinks.protection.outlook.com/?url=https%3A%2F%2Fwww.gov.uk%2Fgovernment%2Fnews%2Fprime-minister-sets-out-blueprint-to-turbocharge-ai&data=05%7C02%7CAsavari.Hariprasad.Puthran%40gds.ey.com%7Cfdcc3434c6594e2b704f08dd395b5d9c%7C5b973f9977df4bebb27daa0c70b8482c%7C0%7C0%7C638729786782518124%7CUnknown%7CTWFpbGZsb3d8eyJFbXB0eU1hcGkiOnRydWUsIlYiOiIwLjAuMDAwMCIsIlAiOiJXaW4zMiIsIkFOIjoiTWFpbCIsIldUIjoyfQ%3D%3D%7C0%7C%7C%7C&sdata=ABZbYG%2Flv1ji9M4Zc8wCKSu%2FzUjf4YFPrXMbHJA4tz4%3D&reserved=0
https://eur01.safelinks.protection.outlook.com/?url=https%3A%2F%2Fwww.turing.ac.uk%2Fnews%2Fpublications%2Fresponse-government-call-evidence-generative-ai&data=05%7C02%7CAsavari.Hariprasad.Puthran%40gds.ey.com%7C05a0a15ebf604a3ac0be08dd318e551d%7C5b973f9977df4bebb27daa0c70b8482c%7C0%7C0%7C638721209590563374%7CUnknown%7CTWFpbGZsb3d8eyJFbXB0eU1hcGkiOnRydWUsIlYiOiIwLjAuMDAwMCIsIlAiOiJXaW4zMiIsIkFOIjoiTWFpbCIsIldUIjoyfQ%3D%3D%7C0%7C%7C%7C&sdata=E1uA%2FjYwD0FYNJvRLzF4BtB1SYmSIVKfZLZMFYPchrg%3D&reserved=0
https://mitsloan.mit.edu/ideas-made-to-matter/workers-less-experience-gain-most-generative-ai
https://eur01.safelinks.protection.outlook.com/?url=https%3A%2F%2Fdigitaleconomy.stanford.edu%2Fpublications%2Fexpanding-ai-adoption-can-help-create-jobs%2F&data=05%7C02%7CAsavari.Hariprasad.Puthran%40gds.ey.com%7C05a0a15ebf604a3ac0be08dd318e551d%7C5b973f9977df4bebb27daa0c70b8482c%7C0%7C0%7C638721209590585247%7CUnknown%7CTWFpbGZsb3d8eyJFbXB0eU1hcGkiOnRydWUsIlYiOiIwLjAuMDAwMCIsIlAiOiJXaW4zMiIsIkFOIjoiTWFpbCIsIldUIjoyfQ%3D%3D%7C0%7C%7C%7C&sdata=1j75VV3U36p0wGoUlt6QLV4U%2BIiipoP%2BmH%2B0GSNlImU%3D&reserved=0


6Artificial intelligence and social mobility: an opportunity to unlock the potential of young people | 

and areas are in most demand, ensuring they 
are well-positioned for the jobs of tomorrow. AI-
enabled analysis of data can also be used to assess 
specific impacts on marginalised groups, identifying 
emerging patterns of bias as they develop that can 
then be rectified through data-informed action.

It is encouraging too that the government’s AI 
Opportunities Action Plan highlights the need to 
assess and then fill the UK skills gap, drawing on 
successful practices from countries like Singapore 
and South Korea, which are incorporating AI, data, 
and digital literacy throughout their education 
systems. The plan identifies Skills England and the 
Curriculum and Assessment Review as opportunities 
to potentially adopt these approaches, ensuring all 
young people are equipped with the skills they need 
to thrive.12

It is also the case that AI could be deployed to reduce 
human bias and increase fairness in the processes 
of hiring and promotion. This could represent a 
huge victory for social mobility and level the playing 
field for young people from underrepresented 
backgrounds. It could also represent a boost 
for employers with more equitable recruitment 
processes, contributing to the wider success of 
organisations that are hiring based on skills and 
competencies rather than traditional markers, such 
as educational background or socioeconomic status.

12. AI Opportunities Action Plan - GOV.UK

https://eur01.safelinks.protection.outlook.com/?url=https%3A%2F%2Fwww.gov.uk%2Fgovernment%2Fpublications%2Fai-opportunities-action-plan%2Fai-opportunities-action-plan%23fn%3A19&data=05%7C02%7CAsavari.Hariprasad.Puthran%40gds.ey.com%7C8ea4a80dc7e34cf1c3cb08dd347ce90a%7C5b973f9977df4bebb27daa0c70b8482c%7C0%7C0%7C638724433281075895%7CUnknown%7CTWFpbGZsb3d8eyJFbXB0eU1hcGkiOnRydWUsIlYiOiIwLjAuMDAwMCIsIlAiOiJXaW4zMiIsIkFOIjoiTWFpbCIsIldUIjoyfQ%3D%3D%7C0%7C%7C%7C&sdata=nXZTV08XdxWg1jtIUPgBbdJAv7IlGkHnDkLYN4dTYos%3D&reserved=0
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Whilst AI offers huge potential, it also brings 
significant risks, both real and perceived. The 
first barriers a young person might encounter are 
access to technology and core digital skills. The 
affordability of digital tools, such as computers, 
internet access and software — in addition to the 
skills, knowledge and support needed — is denying 
some the opportunity to reap the benefits of 
technology. One response, set out in a report by 
the Good Things Foundation and the University 
of Liverpool, proposes a ‘Minimum Digital Living 
Standard’13 and calls for public, voluntary and 
private sector collaboration to reduce the digital 
barriers many are confronted by. 

Looking beyond access, risks span privacy 
concerns, algorithmic bias and the potential 
to deepen existing inequalities, particularly 
for young people who are already the most 
monitored generation in history.14 As AI becomes 
more integrated into sectors like education and 
employment, it is crucial that these technologies 
are implemented responsibly, with a focus on equity 
and protection for vulnerable populations. 

Privacy and data protection for young people
AI’s ability to collect and analyse vast amounts 
of data raises significant privacy concerns, 
particularly for young people. Both parents and 
students are increasingly uneasy about how 
personal information might be collected and used, 
especially as young people and parents have 
limited understanding of how AI may impact them, 

both in the short and long term.15 Concerns about 
data misuse, whether by private companies or 
government bodies, are likely to persist. These 
fears, including the potential for long-term data 
tracking that could affect future opportunities, may 
slow AI adoption among the very communities that 
stand to benefit most. Addressing these concerns 
requires technical, ethical and regulatory solutions, 
alongside a commitment to collaboration and 
responsible development involving the communities 
that AI tools are designed to serve.

Regulators in the UK and worldwide are addressing 
these issues. Probably the most comprehensive 
attempt to date is the EU’s Artificial Intelligence 
Act,16 which imposes strict rules and some 
prohibitions on high-risk AI systems, demanding 
transparency about the data used, particularly 
for general purpose AI (GPAI). This safeguards 
sensitive information and maintains compliance 
with data protection standards like GDPR, which 
emphasises data minimisation, user consent and 
clear communication about AI decisions.

In the UK, regulators are prioritising transparency 
and accountability with the promise of greater 
regulation to come. Already, developers must 
explain how personal data is processed and 
comply with the UK’s Data Protection Act. AI-
driven systems must undergo data protection 
impact assessments (DPIAs)17 to identify risks 
before deployment, with any issues reported to 
the Information Commissioner’s Office (ICO) for 

3. Mitigating the risks of AI

13. The Minimum Digital Living Standard | Good Things Foundation
14. AI, Children’s Rights, & Wellbeing: Transnational Frameworks. (2023) The Alan Turing Institute.
15. Responsible Technology Adoption and Department for Education Research on Public Attitudes Towards the Use of AI in Education (2024), Thinks 

— Insight & Strategy, Responsible Technology Adoption and Department for Education.
16. Artificial Intelligence Act, Shaping Europe’s Digital Future. The European Union.
17. Data Protection Impact Assessments (DPIAs), Information Commissioner’s Office.

https://www.goodthingsfoundation.org/policy-and-research/research-and-evidence/research-2024/minimum-digital-living-standard
https://eur01.safelinks.protection.outlook.com/?url=https%3A%2F%2Fwww.turing.ac.uk%2Fsites%2Fdefault%2Ffiles%2F2023-12%2Fai-childrens_rights-_wellbeing-transnational_frameworks_report.pdf&data=05%7C02%7CAsavari.Hariprasad.Puthran%40gds.ey.com%7C752bdb04a7db4b59c10b08dd33cf655f%7C5b973f9977df4bebb27daa0c70b8482c%7C0%7C0%7C638723688050366194%7CUnknown%7CTWFpbGZsb3d8eyJFbXB0eU1hcGkiOnRydWUsIlYiOiIwLjAuMDAwMCIsIlAiOiJXaW4zMiIsIkFOIjoiTWFpbCIsIldUIjoyfQ%3D%3D%7C0%7C%7C%7C&sdata=%2BBc3ebeoSkJmYUpHTkuRfJyyC0aAzNNaW1mJ5ed%2BFiI%3D&reserved=0
https://www.turing.ac.uk/sites/default/files/2023-12/ai-childrens_rights-_wellbeing-transnational_frameworks_report.pdf
https://eur01.safelinks.protection.outlook.com/?url=https%3A%2F%2Fassets.publishing.service.gov.uk%2Fmedia%2F66cdd1bc0671fa213911b347%2FResearch_on_public_attitudes_towards_the_use_of_AI_in_education.pdf&data=05%7C02%7CAsavari.Hariprasad.Puthran%40gds.ey.com%7C752bdb04a7db4b59c10b08dd33cf655f%7C5b973f9977df4bebb27daa0c70b8482c%7C0%7C0%7C638723688050385953%7CUnknown%7CTWFpbGZsb3d8eyJFbXB0eU1hcGkiOnRydWUsIlYiOiIwLjAuMDAwMCIsIlAiOiJXaW4zMiIsIkFOIjoiTWFpbCIsIldUIjoyfQ%3D%3D%7C0%7C%7C%7C&sdata=4DJzlZphMSJyinS0XD4gPh4LJbCndaUaiO7alsp8XeE%3D&reserved=0
https://assets.publishing.service.gov.uk/media/66cdd1bc0671fa213911b347/Research_on_public_attitudes_towards_the_use_of_AI_in_education.pdf
https://eur01.safelinks.protection.outlook.com/?url=https%3A%2F%2Fdigital-strategy.ec.europa.eu%2Fen%2Fpolicies%2Fregulatory-framework-ai&data=05%7C02%7CAsavari.Hariprasad.Puthran%40gds.ey.com%7C05a0a15ebf604a3ac0be08dd318e551d%7C5b973f9977df4bebb27daa0c70b8482c%7C0%7C0%7C638721209590609504%7CUnknown%7CTWFpbGZsb3d8eyJFbXB0eU1hcGkiOnRydWUsIlYiOiIwLjAuMDAwMCIsIlAiOiJXaW4zMiIsIkFOIjoiTWFpbCIsIldUIjoyfQ%3D%3D%7C0%7C%7C%7C&sdata=1wvUytHE0WMHUmvoNfbfBmXOI5To5SjsXStj3qnGmSw%3D&reserved=0
https://ico.org.uk/for-organisations/uk-gdpr-guidance-and-resources/accountability-and-governance/data-protection-impact-assessments-dpias
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oversight.18 To further protect privacy, techniques 
like synthetic data generation and adding noise to 
datasets are being implemented. These methods, 
whilst not perfect if used poorly, enable AI systems 
to function effectively whilst minimising exposure to 
personal information. 

The action that is already underway is encouraging 
but not an end point. As activity grows in this area, 
it will be crucial to ensure it fully addresses the 
opportunity to accelerate social mobility. This is 
explored in more detail in part four below. 

Tackling algorithmic bias and inequality
AI has the potential to break down barriers to 
social mobility, reducing educational disparities 
and addressing biases that hinder hitherto 
excluded communities. However, there is growing 
evidence that AI, if not carefully managed, can 
also exacerbate inequalities through “algorithmic 
bias.”19 This occurs when AI systems are trained 
on incomplete or biased data, leading to the 
unintentional reinforcement of stereotypes or 
discriminatory practices.

There are legitimate concerns that for students 
from marginalised racial, ethnic, or low-income 
backgrounds, algorithmic bias in automated or 
semi-automated assessments or admissions 
processes could result in unfair outcomes, favouring 
those better represented in data sets. Similarly, in 
recruitment and job placement, AI could perpetuate 
discrimination against underrepresented groups, 
deepening existing inequalities if not properly 
monitored.20 To address these risks, it is essential 
that AI systems are transparent, unbiased and 
subject to regular audits. Proper oversight is critical 
to cementing AI as a tool for equity, not exclusion.

Regulators around the world are working to 
mitigate these risks. The EU’s AI Act mandates 
regular evaluations of high-risk AI systems to 
confirm they do not reinforce societal inequalities. 
Developers are required to use representative, 
unbiased data, particularly in sensitive application 
areas like education and employment. The Act 
also explicitly prohibits AI systems that exploit 
vulnerabilities related to age, disability, or 
socioeconomic status, safeguarding young people 
and vulnerable groups.

In the UK, The Responsible Technology Adoption 
Unit (RTA)21, formerly known as the Centre for Data 
Ethics and Innovation (CDEI) plays a pivotal role 
in promoting ethical AI development, with a focus 
on protecting marginalised communities. The UK 
regulatory framework emphasises that AI systems 
must be inclusive, transparent and sensitive to 
the needs of minority and vulnerable populations. 
Regulators are actively involved in ensuring AI 
developers consider the societal and ethical impacts 
of their technologies, with initiatives in place to 
assess and mitigate the negative effects of AI on 
these communities.

By working together, regulators and AI developers 
in the private sector can undoubtedly reduce the 
risks associated with AI now and in the future. 
However, the only true way of guaranteeing that AI 
will serve the interests of society is for society to be 
actively engaged in its development. 

18. Information Commissioner’s Office
19. Measuring Implicit Bias in Explicitly Unbiased Large Language Models (2024) Bal, X. Wang, A. Sucholutsky, I. Griffiths, T L. Cornell University.
20. Using AI Responsibly in People Management (2023). CIPD.
21. The Centre for Data Ethics and Innovation (CDEI) / Responsible Technology Adoption Unit (RTA)

https://ico.org.uk/
https://eur01.safelinks.protection.outlook.com/?url=https%3A%2F%2Farxiv.org%2Fabs%2F2402.04105&data=05%7C02%7CAsavari.Hariprasad.Puthran%40gds.ey.com%7C752bdb04a7db4b59c10b08dd33cf655f%7C5b973f9977df4bebb27daa0c70b8482c%7C0%7C0%7C638723688050403402%7CUnknown%7CTWFpbGZsb3d8eyJFbXB0eU1hcGkiOnRydWUsIlYiOiIwLjAuMDAwMCIsIlAiOiJXaW4zMiIsIkFOIjoiTWFpbCIsIldUIjoyfQ%3D%3D%7C0%7C%7C%7C&sdata=MCp0b7kZqEF6IitFb3go1FoemhUKSIEaTyIv10I9AVc%3D&reserved=0
https://eur01.safelinks.protection.outlook.com/?url=https%3A%2F%2Fwww.cipd.org%2Fuk%2Fviews-and-insights%2Fthought-leadership%2Finsight%2Fai-people-management%2F&data=05%7C02%7CAsavari.Hariprasad.Puthran%40gds.ey.com%7C05a0a15ebf604a3ac0be08dd318e551d%7C5b973f9977df4bebb27daa0c70b8482c%7C0%7C0%7C638721209590639314%7CUnknown%7CTWFpbGZsb3d8eyJFbXB0eU1hcGkiOnRydWUsIlYiOiIwLjAuMDAwMCIsIlAiOiJXaW4zMiIsIkFOIjoiTWFpbCIsIldUIjoyfQ%3D%3D%7C0%7C%7C%7C&sdata=KI6WfHNCbJmjcGGzDijP%2F8bvTmBHXboyNNhiXhH2W6A%3D&reserved=0
https://www.gov.uk/government/organisations/centre-for-data-ethics-and-innovation/about
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In the absence of knowing fully how AI will evolve 
or the full purposes to which it will be deployed, 
we believe there is one area above all others that 
all groups working with marginalised communities 
should focus on and advocate for — participation 
and collaboration. 

This also applies to young people from low-
income backgrounds across the UK. As stated in a 
publication by EY on AI in the context of the United 
Nation’s sustainable development goals “to harness 
AI’s full potential for inclusive development, we 
must close the digital gaps and foster meaningful 
participation from marginalised communities.”22

Looking more widely than technology, the UK 
government recognises that the views of young 
people should be put at the heart of decision 
making on areas of policy that impact them. To 
achieve this goal it has committed to establishing a 
National Youth Strategy.23

There is a compelling need for AI tools to be 
developed and delivered through a participatory 
process, especially when those tools are aimed 
for use by young people. It should become best 
practice that AI developers shape technology 
and its deployment by directly involving those for 
whom the technology is intended. By establishing 
marginalised groups at the heart of AI design and 
delivery, we not only address issues of fairness but 
also increase the effectiveness of AI in solving real-
world problems.  

The case for participation of young people in 
AI development

The importance of engaging with children and 
young people in the development of AI tools has 
been raised by numerous organisations, notably 
The Alan Turing Institute, which in its research on 
AI, children’s rights, and wellbeing, emphasised 
the need for, “engagement with children to ensure 
that future approaches are informed by the real 
experiences, concerns and the interests of children 
and to maximise their relevance and value for 
children.”24 

If this is true of children in general, it is even 
more the case for young people from low-income 
backgrounds, who often experience unique barriers 
that can only be effectively addressed by those 
who understand them firsthand, as evidenced 
in Partnership for Young London‘s review of 
participatory approaches in the youth sector.25 

By involving young people directly in the design 
and delivery process, AI developers could create 
AI solutions that are more likely to meet these 
pressing needs. Participation ensures that AI 
solutions are not just theoretically inclusive 
but practically relevant. This will also make 
sure variations in barriers and opportunities 
— such as those connected to location and the 
intersectionality of other characteristics such 
as gender and ethnicity — are recognised and 
responded to. Without such involvement, there is a 
risk that AI could exacerbate existing inequalities by 
failing to consider these groups’ lived experiences. 

4. Young people participation

22. Inclusive innovation: An inside look at AI’s potential to achieve the SDGs (September 2024), Devex and EY.
23. National Youth Strategy to Break Down Barriers for Young People – GOV.UK
24. AI, Children’s Rights, & Wellbeing: Transnational Frameworks (2023), The Alan Turing Institute.
25. Involving Young Londoners: A Review of Participatory Approaches in the Youth Sector (2020), Partnership for London.

https://eur01.safelinks.protection.outlook.com/?url=https%3A%2F%2Fwww.devex.com%2Fnews%2Fsponsored%2Finclusive-innovation-an-inside-look-at-ai-s-potential-to-achieve-the-sdgs-108245&data=05%7C02%7CAsavari.Hariprasad.Puthran%40gds.ey.com%7C752bdb04a7db4b59c10b08dd33cf655f%7C5b973f9977df4bebb27daa0c70b8482c%7C0%7C0%7C638723688050416419%7CUnknown%7CTWFpbGZsb3d8eyJFbXB0eU1hcGkiOnRydWUsIlYiOiIwLjAuMDAwMCIsIlAiOiJXaW4zMiIsIkFOIjoiTWFpbCIsIldUIjoyfQ%3D%3D%7C0%7C%7C%7C&sdata=JB%2F8qjBSF8uWk0yDejFUaNk3GrAMtfsOhZ8aHNErKFc%3D&reserved=0
https://eur01.safelinks.protection.outlook.com/?url=https%3A%2F%2Fwww.gov.uk%2Fgovernment%2Fnews%2Fnew-national-youth-strategy-to-break-down-barriers-to-opportunity-for-young-people&data=05%7C02%7CAsavari.Hariprasad.Puthran%40gds.ey.com%7C93926337834042d9ce2b08dd393be97b%7C5b973f9977df4bebb27daa0c70b8482c%7C0%7C0%7C638729651700365349%7CUnknown%7CTWFpbGZsb3d8eyJFbXB0eU1hcGkiOnRydWUsIlYiOiIwLjAuMDAwMCIsIlAiOiJXaW4zMiIsIkFOIjoiTWFpbCIsIldUIjoyfQ%3D%3D%7C0%7C%7C%7C&sdata=uCa0gXtsvvR%2B%2BwjlR3I1heJiTCbchnMNK1zRgHU7iIo%3D&reserved=0
https://eur01.safelinks.protection.outlook.com/?url=https%3A%2F%2Fwww.turing.ac.uk%2Fsites%2Fdefault%2Ffiles%2F2023-12%2Fai-childrens_rights-_wellbeing-transnational_frameworks_report.pdf&data=05%7C02%7CAsavari.Hariprasad.Puthran%40gds.ey.com%7C752bdb04a7db4b59c10b08dd33cf655f%7C5b973f9977df4bebb27daa0c70b8482c%7C0%7C0%7C638723688050429452%7CUnknown%7CTWFpbGZsb3d8eyJFbXB0eU1hcGkiOnRydWUsIlYiOiIwLjAuMDAwMCIsIlAiOiJXaW4zMiIsIkFOIjoiTWFpbCIsIldUIjoyfQ%3D%3D%7C0%7C%7C%7C&sdata=55Qxry2NGkWVaFsuoG%2BHzu6To2y0nnFPptdmOgAyS80%3D&reserved=0
https://eur01.safelinks.protection.outlook.com/?url=https%3A%2F%2F3532bf5a-d879-4481-8c8f-127da8c44deb.usrfiles.com%2Fugd%2F3532bf_7bb71c480285441e8ae1c7fdd3bb814e.pdf&data=05%7C02%7CAsavari.Hariprasad.Puthran%40gds.ey.com%7C05a0a15ebf604a3ac0be08dd318e551d%7C5b973f9977df4bebb27daa0c70b8482c%7C0%7C0%7C638721209590676888%7CUnknown%7CTWFpbGZsb3d8eyJFbXB0eU1hcGkiOnRydWUsIlYiOiIwLjAuMDAwMCIsIlAiOiJXaW4zMiIsIkFOIjoiTWFpbCIsIldUIjoyfQ%3D%3D%7C0%7C%7C%7C&sdata=Ql5KEYnZ%2FqaFOEtKuNZ1AjCelZclPwF9Lt3kyd6HTkw%3D&reserved=0
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Many of the current concerns about the risks 
AI could pose could be alleviated through a 
collaborative approach. If young people are invited 
to contribute to the design and development 
of AI systems, they could highlight blind spots 
that developers, businesses and educators may 
overlook. Bringing young people into the process 
in a meaningful way is crucial to solidify AI as a 
force for empowerment not division, ensuring AI 
becomes an opportunity to address past exclusion 
and overcome the barriers to social mobility. The 
need for participation and a collaborative approach 
in the field of AI is not limited to the sphere of 
education but is also firmly on the agenda in the 
workplace. Organisations like The Institute for the 
Future of Work (IFOW) and Movement to Work, 
highlight the critical importance of employee 
engagement in the development and deployment of 
AI tools in the workplace. 

Building trust through inclusive participation 
As surveys have revealed, trust is a fundamental 
factor in the success and adoption of AI 
technologies,26 particularly among communities 
that have historically been marginalised. For AI 
to be truly effective, especially when deployed 
in sensitive areas like education or employment, 
the people who will use or be affected by these 
systems need to trust the technology. Building 
confidence, trust and transparency in AI processes 
is essential to safeguarding vulnerable populations 
and ensuring that AI solutions are embraced rather 
than resisted.

Connected to these points is the significance of 
intrinsic motivation, which means making sure all 
young people feel that AI is relevant to ‘someone 
like me’ and feel empowered to fully engage in 
the new opportunities it might provide. This was 

identified as a potential barrier for young people 
from a low-income background in our 2023 report, 
‘Social Mobility in the Metaverse’.27

Including these groups in the development of AI 
tools could foster trust by giving them a sense of 
ownership over the technology. When people see 
the input of their community reflected in a tool’s 
design, they are more likely to trust and adopt it. 
This participatory approach also builds long-term 
relationships between developers, implementors 
and communities, creating a feedback loop for 
ongoing refinement of AI systems based on real-
world experiences. Trust is built not just through 
the accuracy of the technology but through 
transparency in the development process and 
responsiveness to the needs of those who are 
most affected.

A model for inclusive participation in 
AI development

There are a growing number of organisations that 
are thinking about how civil society, right down to 
the grassroots community level, can and should be 
engaged in the development and implementation 
of AI tools. The steps set out below, are informed 
by this thinking, in particular the work undertaken 
by the IFOW and its publication, ‘The good work 
algorithmic impact assessment, a partnership 
approach’,28 and by Nesta’s paper, ‘Participatory AI 
for humanitarian innovation’.29

1. Identify and engage key stakeholders: Young 
people, especially those from a low socio-
economic background, should be engaged 
through representative groups as primary 
stakeholders in the AI development process. 
This could involve direct outreach to youth 
groups and community organisations working 

26. Responsible Technology Adoption and Department for Education Research on Public Attitudes Towards the Use of AI in Education (2024), Thinks 
— Insight & Strategy, Responsible Technology Adoption and Department for Education. 

27. Social Mobility in the Metaverse (2023), EY Foundation.
28. The Good Work Algorithmic Impact Assessment — A Partnership Approach (2024), Institute for the Future of Work. 
29. Participatory AI for humanitarian innovation (2021), NESTA.

https://eur01.safelinks.protection.outlook.com/?url=https%3A%2F%2Fassets.publishing.service.gov.uk%2Fmedia%2F66cdd1bc0671fa213911b347%2FResearch_on_public_attitudes_towards_the_use_of_AI_in_education.pdf&data=05%7C02%7CAsavari.Hariprasad.Puthran%40gds.ey.com%7C05a0a15ebf604a3ac0be08dd318e551d%7C5b973f9977df4bebb27daa0c70b8482c%7C0%7C0%7C638721209590688848%7CUnknown%7CTWFpbGZsb3d8eyJFbXB0eU1hcGkiOnRydWUsIlYiOiIwLjAuMDAwMCIsIlAiOiJXaW4zMiIsIkFOIjoiTWFpbCIsIldUIjoyfQ%3D%3D%7C0%7C%7C%7C&sdata=6VxE8Ie1E2dYmRJLGOlQvmsJcizKQhx3sm7w3L5jgYc%3D&reserved=0
https://www.eyfoundation.com/uk/en/news/ey-foundation-metaverse-report-launch.html
https://eur01.safelinks.protection.outlook.com/?url=https%3A%2F%2Fwww.ifow.org%2Fpublications%2Fgwaia---a-partnership-approach&data=05%7C02%7CAsavari.Hariprasad.Puthran%40gds.ey.com%7C05a0a15ebf604a3ac0be08dd318e551d%7C5b973f9977df4bebb27daa0c70b8482c%7C0%7C0%7C638721209590712209%7CUnknown%7CTWFpbGZsb3d8eyJFbXB0eU1hcGkiOnRydWUsIlYiOiIwLjAuMDAwMCIsIlAiOiJXaW4zMiIsIkFOIjoiTWFpbCIsIldUIjoyfQ%3D%3D%7C0%7C%7C%7C&sdata=MC33chkQMa4DS6SLAvuH7S9NbcDfqO5M89H%2BfQe0GOE%3D&reserved=0
https://eur01.safelinks.protection.outlook.com/?url=https%3A%2F%2Fwww.humanitarianlibrary.org%2Fsites%2Fdefault%2Ffiles%2F2023%2F10%2FNesta_Participatory_AI_for_humanitarian_innovation_Final.pdf&data=05%7C02%7CAsavari.Hariprasad.Puthran%40gds.ey.com%7C752bdb04a7db4b59c10b08dd33cf655f%7C5b973f9977df4bebb27daa0c70b8482c%7C0%7C0%7C638723688050441799%7CUnknown%7CTWFpbGZsb3d8eyJFbXB0eU1hcGkiOnRydWUsIlYiOiIwLjAuMDAwMCIsIlAiOiJXaW4zMiIsIkFOIjoiTWFpbCIsIldUIjoyfQ%3D%3D%7C0%7C%7C%7C&sdata=fKRoNtLdZZBvchEC%2BSPE4mR51Gx5xpZFm2rLFL%2BJQoM%3D&reserved=0
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with these populations. We will take an active 
convening role to bring these organisations 
together to act as intermediaries, helping to 
identify young people whose voices are often 
ignored and including them in the process. This 
won’t require technical expertise from young 
people, instead the focus will be to highlight 
how developments in AI might impact their 
development from education into employment. 

2. Establish meaningful participatory channels: 
There is a growing body of research into how 
participation can occur at multiple levels, from 
consultation to full co-creation. EYF takes an 
action-led approach to generating insights, 
with examples including the ‘Social Mobility 
in the Metaverse’ and ‘Breaking Barriers’30 
reports. The former explored how virtual reality 
focused technology could help young people to 
thrive in the workplace and the latter brought 
young people and employers together to 
identify practical ways to overcome the specific 
employment barriers facing young people from 
a low-income background. 

A structured approach could involve:

 ▪ Consultation: Initial consultations could 
take the form of focus groups or interviews, 
where young people are asked to share their 
perspectives on the challenges they face and 
the role AI could play in solving them. This stage 
is crucial for identifying the key problems that 
need addressing.

 ▪ Collaboration: Young people could be actively 
involved in specific stages of the AI development 
and deployment process, such as data collection 
or user testing. Their input at this stage ensures 
that the AI tools being developed are grounded 
in the realities of their lives, and helps to nurture 
trust regarding the use of data.  

 ▪ Co-creation: In the most comprehensive 
form of participation, young people could 
work alongside developers in designing the AI 
systems from the ground up. This process might 
involve hackathons, innovation labs, or regular 
workshops where developers and young people 
work together to develop AI solutions. 

3. Provide training and build capacity: Not every 
young person needs to be an expert in the 
building and design of AI systems, but all should 
have the opportunity to acquire the skills they 
need to engage with AI tools and ensure they 
are the masters of, not the servants to, this 
technology. Barriers to digital literacy need to 
be dismantled. For young people to participate 
meaningfully in AI development, investing 
in their digital skills is required. This means 
providing affordable access to the internet, 
computers and digital training programs. 
Organisations like EYF already provide AI skills 
training for young people and other community 
groups are increasing access to digital devices 
and connectivity such as the Digital Poverty 
Alliance.31 Working together, organisations in 
this space can play an important role, offering 
training workshops and resources to make 
sure marginalised young people can engage 
effectively in AI discussions.

4. Develop feedback loops and continuous 
engagement: To establish participation as 
meaningful and not tokenistic, it is essential to 
create ongoing mechanisms for feedback. These 
could include:

 ▪ Community audits: After deployment, the 
groups to whom the AI tool is aimed could 
help audit the performance of AI tools to 
ensure they are delivering on their intended 
outcomes without introducing new forms of 
bias. This would provide a mechanism for 
continuous improvement.

30. Breaking Barriers: Increasing Employment Opportunities for Young People from Low-income Backgrounds in Greater Manchester (2023), EY 
Foundation.

31. Digital Poverty Alliance.

https://eur01.safelinks.protection.outlook.com/?url=https%3A%2F%2Fwww.eyfoundation.com%2Fen_uk%2Fnews%2Fey-foundation-gm-report&data=05%7C02%7CAsavari.Hariprasad.Puthran%40gds.ey.com%7C05a0a15ebf604a3ac0be08dd318e551d%7C5b973f9977df4bebb27daa0c70b8482c%7C0%7C0%7C638721209590723557%7CUnknown%7CTWFpbGZsb3d8eyJFbXB0eU1hcGkiOnRydWUsIlYiOiIwLjAuMDAwMCIsIlAiOiJXaW4zMiIsIkFOIjoiTWFpbCIsIldUIjoyfQ%3D%3D%7C0%7C%7C%7C&sdata=WGqTfT5Mz0LrKOS6YHYg1CvGmd7iY%2Bl%2F1Tqs8D1ZzXw%3D&reserved=0
https://eur01.safelinks.protection.outlook.com/?url=https%3A%2F%2Fdigitalpovertyalliance.org%2F&data=05%7C02%7CAsavari.Hariprasad.Puthran%40gds.ey.com%7Cb3208b1115d6482293df08dd30a9b66f%7C5b973f9977df4bebb27daa0c70b8482c%7C0%7C0%7C638720227669617133%7CUnknown%7CTWFpbGZsb3d8eyJFbXB0eU1hcGkiOnRydWUsIlYiOiIwLjAuMDAwMCIsIlAiOiJXaW4zMiIsIkFOIjoiTWFpbCIsIldUIjoyfQ%3D%3D%7C0%7C%7C%7C&sdata=rBjoOx5dGFjjiuS9SqF8Ok%2Fye8zOe8%2FRnMXsuC0r%2FhU%3D&reserved=0
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 ▪ Advisory panels: Setting up advisory boards 
that include young people representatives would 
cement their ability to continue to shape AI 
governance and oversight.

5. Build long-term collaboration: Building trust 
and making sure that AI serves marginalised 
communities requires long-term collaboration. 
Partnerships between AI developers, third-sector 
organisations and sections of society should be 
seen as long-term engagements, not one-off 
projects. Regular check-ins, ongoing training 
and collaborative refinement of AI systems and 
deployments are essential to maintaining trust 
and ensuring that the technology continues to 
meet the evolving needs of the communities 
it serves.
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AI will reshape the educational and employment 
landscape for young people and this can be to 
the benefit of young people from low-income 
backgrounds. However, the potential to personalise 
learning, foster social mobility and break down 
systemic barriers, must be the path that is actively 
chosen over a version of AI that would pose risks 
to privacy, algorithmic bias and the possibility of 
deepening existing inequalities. To fully realise 
positive impacts of AI, collaboration across 
government, educators, employers, civil society and 
young people themselves, is essential.

In addition to the development of a model for 
young people participation, we will be taking two 
immediate next steps in response to the insights 
captured in this report.

Intrinsic motivation research
We are working with the Institute for the Future of 
Work, young people from a low-income background 
and employers, to gain a deeper understanding 
of the practical training and support needed to 
develop humancentric skills and increase intrinsic 
motivation.

AI and social mobility grand challenge
This will be a purpose-driven competition that 
invites entrants from the tech sector — and more 
widely — to tackle a specific question designed 
to identify how AI can unlock improvements in 
educational, skills and employment outcomes for 
young people from a low-income background. It 

will be a collaborative project, bringing together 
researchers, tech developers, educators and 
policymakers to forge a future where technologies 
and humans work in concert to unlock new realms 
of potential.

5. Next steps

Please get in touch to find out more about:

1. Bringing the perspective of young people 
into the development of AI.

2. Our research into humancentric skills and 
intrinsic motivation.

3. Supporting an AI and social mobility grand 
challenge.

We welcome the opportunity to work with 
organisations who share our determination 
to ensure technology is harnessed to drive an 
increase in social mobility across the UK.

Email: communications@eyfoundation.ey.com

mailto:communications%40eyfoundation.ey.com?subject=
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